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Abstract
One of our unknown futures concerns the role of Information technology (IT) for business and society. This paper describes a conceptual model of factors and their relationships that determine the success of effective and efficient use of IT for government service delivery. Specifically, it formally models the domain of Information Systems Management (ISM) using a system dynamics approach. The maintenance stage of this domain is important in ensuring sustainability. Expectancy theory from the field of human resource (HR) management is used as a basis to model the dynamic structure of some key success factors and their relationships. The next stage of this research will be to validate the model using desk checks and field tests.
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INTRODUCTION

One of our unknown futures concerns the role of Information Technology (IT) for business and society. The internet revolution continually surprises and how it will progress is uncertain. A microcosm of this revolution is the application of electronic and mobile technologies for the development, delivery and maintenance of government service provision. This paper focuses on modelling the important relationships needed for success, plus testing its practical usefulness for key decision makers.

Electronic and mobile government applications are, essentially, types of information systems (IS) (Heeks 2005) and there is much about IS development and implementation that is uncertain (HarrisCollins & Hevner 2009, Jorgensen & Molokken 2002). Notably, of course, business rules may change due to volatility in the external environment over which organizations (private and government) have no control. However, IS project managers and their sponsors inevitably have to confront a variety of what Vennix (1996) refers to as ‘messy’ problems: i.e. problems characterized by complexity, uncertainty, inter-related sub-problems and recursive dependencies. Small wonder then that most IS applications are still delivered late and over-budget (Gauld 2007, Hallows 2005).

The rapid growth of the development and implementation of e-government service delivery has encouraged many researchers to study factors that affect success and failure. An extensive review of the literature on success factors reveals that there are many factors that have been conceptualized and
proposed, or empirically confirmed. Some examples of these identified in previous studies include financial resources (Rose 2004, Sandy & McMillan 2005), ICT infrastructures (Furuholt & Wahid 2008, Harijadi 2004, Ndou 2004), political leadership (Furuholt & Wahid 2008, Grabow-Druke & Siegfried 2004, Heeks 2008a, Misuraca 2007, Rosacker & Olson 2008), external pressures (Heeks 2008a, Reddick 2004), management (Furuholt & Wahid 2008, Heeks 2008a, Ndou 2004), and population size (Leenes 2004, Moon 2002).


However, these previous studies understated the complexity of e-government success factors in the sense that it is not only individual (and sets of) factors that promote the successful design, development and delivery of e-government service but also their relationships. Consequently, this study investigates success factors and their relationships as determinants of e-government success. Given the complexity of such relationships, much might be gained by conceptualising e-government success factors as a system. A similar observation regarding the complex relationships of e-government success factors was also taken by Titah and Barki (2008), but they recommended a conceptual development of success factors relationships from a multi-dimensional and multi-level point of view.

E-government success is specified by its attributes and measures. Fulfilment of all required measures of e-government success attributes is the way in which success will be realized. Fulfilment of the
required measures means there is a significant change level, either qualitatively or quantitatively, for each e-government success measure. However, the change of a success measurement level depends on the success factors that influence the measure. This is complex because of the existence of relationships amongst success factors, the feedback effect of change levels of success measures, and the time required for effects to fully manifest themselves.

As distinct from the approach adopted by Titah and Barki (2008), however, this study employs a system dynamics approach to model e-government success factors and their relationships. This approach has the capability to address the inherent complexity of the domain and to reveal, explicitly, its dynamic structure (Sterman 2000). It might also identify instances of success factors that appear to have a major impact on other factors, or that significantly influence overall e-government success.

As an IS, e-government systems success can be defined by referring to the antecedents variables of the well-known DeLone and McLean’s (2003) IS success model and the importance of e-government sustainability (Horiuchi 2006). Therefore, an e-government system is defined as successful if the system is able to sustainedly achieve a quality system that delivers quality information and services. The usual measures of information success are also employed: specifically, systems should be free from errors, produce accurate outputs, deliver what users really need and do so within agreed budgets and time constraints (Yourdon 1989).

**RESEARCH AIMS**

From a review of the relevant literature, it is apparent that many e-government systems have not been successful. The major aim of this research is to model e-government success factors and their relationships. System dynamics will be used as the main modelling method.

The model is expected to be able to unearth the success factors and dynamic structure of their relationships in influencing the success of the e-government within a specific domain. When implemented (as a decision support system with powerful simulation capabilities) the hope is that this model will be able to help key stakeholders of e-government systems in the planning, development, implementation and maintenance of their systems.
THE BROAD MODEL

E-Government Success Factors System

There are a large number of e-government success factors and taking all of these into account when developing an e-government system is an extremely difficult undertaking. Therefore, the success factors need to be organized into a manageable size so that system sponsors, developers and users can focus on a particular aspect while, at the same time, still adopt a holistic approach to decision-making.

In IS analysis and design, decomposition has long been one of the most important tools employed in dealing with large and complex systems (Paulson & Wand 1992). Generally, the aim is to ensure that decomposition results in highly cohesive success factors within each subsystem and loose coupling between subsystems. However, the process that lead to a “good” systems decomposition mainly relies on personal expertise (Paulson & Wand 1992) and, to date, there is no comprehensive and prescriptive theory that provides all that is necessary to ensure a good decomposition in conceptual modelling (Burton-Jones & Meso 2006).

Here, consistent with Curtis, Kellner and Over (1992), the success factors will be decomposed into a manageable number of loosely-interrelated success factor subsystems according to their functions. The e-government literature indicates that the success factors can be organized according to:

- those that have a critical impact on the whole e-government life-cycle (AlShihi 2006);
- those that are associated with IS that are necessary to support human resources activities in delivering services and values to customers (Beynon-Davies 2007);
- those that are concerned with creating and delivering value to government customers (Beynon-Davies 2007); and
- those that are related to entities and activities in the external environment (Heeks 2005).

Accordingly, this study argues that there are four high-level e-government success factor subsystems: i) one that deals with driving and governing factors; ii) one dealing with IS management issues; iii) one concerning the use of the e-government to deliver services; and, iv) the subsystems associated with factors relevant to the external environment. All of these subsystems are also systems themselves.
because of the hierarchical nature of any system. These four high-level subsystems can be further decomposed into lower-level sub-subsystems. Following the decomposition model representation scheme presented in Whitten and Bentley (2007), this two level decomposition is depicted in Figure 1.

**Figure 1 is inserted here.**

A top-level representation of the causal relationships among these subsystems is presented in Figure 2. The arrows between subsystems represent possible relationships. However, precisely how subsystems influence each other will not be explored at this stage. It is expected that many connections will emerge from the development of the success factors relationships at lower levels.

**Figure 2 is inserted here.**

**System dynamics modelling focus**

The e-government success factors system decomposition facilitates the selection of a particular aspect of the system as the study’s focus. As stated by Heeks (2005), the core of an e-government system is the IS and, as a consequence, this paper will pursue success factors associated with the ISM subsystem of the decomposition model and how these success factors relate to each other in influencing e-government success. However, as the IS domain is very broad, the focus will be further narrowed down to the maintenance stage of the IS life-cycle and to HR issues associated with that stage. Reasons for concentrating on these two areas are: i) with the move to pre-packaged systems, the maintenance stage (while always important) is now more critical than ever (Grubb & Takang 2003, Layzell & Macaulay 1994); ii) it has long been recognised that, whatever the technical brilliance of an IS, little will be achieved if ‘people’ factors are ignored (Boehm 1981, Faraj & Sproull 2000); and iii) uncertainty is a central theme of this paper and there is little in IS work more uncertain than issues associated with the individuals that constitute a project team.

Sustainability is one of the most significant attributes associated with e-government success (Horiuchi 2006). It represents the ability of the system to deliver its intended function during its life-time, especially to keep the system up and running smoothly, and to be able to adapt to changing business requirements. In addition, incremental development (currently used with most IS) demands sustainable improvement. Thus, as a starting point for this study, a focus on the maintenance phase
was considered appropriate. Furthermore, there is much research that points to the importance of ‘people’ issues along all phases of the systems development and maintenance life-cycle (see, e.g. Abdel-Hamid & Madnick 1991). Consequently, as noted above, HR aspects during system maintenance were selected as the domain for development of the initial version of our detailed model.

System dynamics (SD) techniques and tools were chosen as the means to specify and implement the detailed model. The SD approach was originally developed by Forrester (1961) and popularised more recently by Senge (2006). It is a particularly appropriate modelling approach where time and feedback loops are important, and where there is considerable complexity, ambiguity and uncertainty (Vennix 1996). Figure 3 displays part of our model developed using the SD modelling tool, STELLA/iThink® (High Performance System 1994). Users of STELLA/iThink® (and similar products) develop much of their models visually. Little mathematical sophistication is required of the user since the system provides considerable guidance in creating the difference equations that underpin SD models. In general, SD modelling tools may be employed for both descriptive and predictive purposes.

**Figure 3 is inserted here.**

Figure 3 represents a popular theory of motivation: namely expectancy theory (DuBrin 2001) and this is used as the conceptual basis that underpins the motivational aspects of the detailed model presented in this paper. The basic building blocks of SD models are stocks (represented as rectangles), flows (represented as arrows with circular flow regulators attached) and converters (represented as circles). The stocks in our model are Effort, Performance and Rewards. There is a level associated with each stock, which can be an actual value or a value bounded by some artificial scale (as is the case with our model, where all stock levels are measured on a 0-100 scale). For example, a performance level of 50 is average, while values of 70 and 30 indicate good and poor performance levels respectively. Stock levels vary with flows, which may be inflows, outflows or bi-flows. For example, effort varn is a bidirectional flow such that:

\[ \text{Effort}_t = f(\text{ep expectancy}_t, \text{effort adj time}_t), \]
That is, in our model, the effort level at time, $t$, is a function of \textit{ep expectancy} and \textit{effort adj time} at time $t$. These equations are the foundation of iThink®'s formidable simulation capabilities. The third of our basic constructs, converters, serve a utilitarian role: they hold values for constants, calculate mathematical relationships and serve as repositories for graphical functions. In general, they convert inputs into outputs (hence, the name, ‘converter’).

Expectancy theory is actually a group of theories based on a rational-economic view of people. All versions of the theory are underpinned by the principle that a party’s actions are based on: i) the expectation that an act will result in a given outcome; and ii) the attractiveness of that outcome to the party. Effort is linked to performance and performance, in turn, is linked to rewards. If a breakdown occurs at any point in this chain then, ultimately, less effort will be put in (i.e. motivation will suffer). These linkages and feedback loops are evident in the model presented in Figure 3. Note also that, through our various adjustment time parameters (\textit{effort}, \textit{perf} and \textit{reward adj time}), this model allows for delays in the system.

The above provides a brief overview of SD modelling. We now turn our attention to a more comprehensive coverage of the detailed model.

**THE DETAILED MODEL**

The detailed model is actually comprised of two inter-dependent and inter-connected sub-models: one covering system maintenance and the other dealing with HR aspects. The models are reasonably complex, so space constraint means that a detailed specification is not presented here. Instead, a brief overview of the two models and an indication of how instantiations of model variables and relationships (critical to STELLA/iThink® simulations producing sensible outputs) were arrived at are provided.

The maintenance model is presented in Figure 4. Maintenance begins when users report an apparent problem or observation to an ISM unit. Maintenance requests (MRs) are generated randomly over time. They may be triggered by a software fault found by users or, more occasionally, by ISM personnel. Any accepted MR will be categorized, prioritized and assigned to a staff member or a
team. In general, MRs will be classified as either corrective or enhanceive (International Organization for Standardization 2006). A higher priority will be assigned to corrective than enhanceive MRs. Once work is completed on MRs, they flow to *Correction Delivered* and *Enhc Delivered* stocks (towards the right of Figure 4, top and bottom). The maintenance may also cause ripple effects that, in turn, produce further errors or cause previously undetected errors to emerge (the *Recurrent Faults* stock to the right of Figure 4). These are fed back into *Maintenance Request* as new MRs. Staff maintenance performance can be evaluated from *total delivery* irrespective of whether the delivery causes further errors or not. On the other hand, the *Recurrent Faults* can be interpreted as the degree of the maintenance quality if it can be assumed that system development has produced an error-free system. In this case, the rate of recurrent faults is determined by *learning and training factor*. Further, overall system maintenance can be evaluated from *delivery and request ratio* in which a value close to 1 is expected (note that there is a delay between MRs and maintenance deliveries). If the maintenance is efficient and effective for most MRs (especially critical ones) then e-government system sustainability is all but guaranteed.

A quick glance at Figure 4 reveals that the speed and effectiveness with which MRs are processed depends on many factors. These include system size, staff productivity, available manpower and staff learning. As noted previously, the extent to which these variables are accurately instantiated is one of the major determinants of simulation accuracy. As an example, consider *System Size* where, intuitively, it seems reasonable to assume that larger systems are generally more complex and, consequently, will generate more MRs than smaller systems. Fortunately, a great deal of previous software engineering research has been devoted to precisely this issue and we may take advantage of this.

**Figure 4 is inserted here.**

System size or complexity depends on several factors, including the problem domain, computing environment, and component variety (Schneberger 1995). Software complexity can be determined from its dynamic complexity, coordinative complexity (BankerDavis & Slaughter 1998), source line of code (SLOC), or function points (AhnSuhKim & Kim 2003). Mainly due to its simplicity (and the
fact that data is often readily available), SLOC has been used as the basic unit of analysis in many studies (Andersson & Runeson 2007, Jorgensen 1995, LuciaPompella & Stefanucci 2005, OstrandWeyuker & Bell 2005, Zhang 2009); in particular those addressing the relationship between SLOC and faults. Although the evidence is not entirely conclusive, many studies have indicated a direct relationship between size and faults. For example, Ostrand, Weyuker and Bell (2005) showed that ‘the number of faults is proportional to the number of lines of code’, and ‘... the model generally predicts a large number of faults for large files’. Zhang (2009) using Weibull’s distribution model showed that there is a relationship between SLOC of the software module and defect numbers. More specifically, this study demonstrated that larger modules tend to have more defects, and that the first 20% of the largest modules contain 60.62% of post-release faults, and 70%-95% of the total number of faults can be estimated by the defect density of the first 10% of the largest modules.

As a consequence, a decision was made to use SLOC as a surrogate for the system complexity. Furthermore, by using Burch and Kung’s (1997) more detailed analysis of 651 reported faults, the graph presented in Figure 5 was used to establish the relationship between system size and MRs, and is represented as the converter \textit{IofSysSonNMR (Impact of System Size on New MRs)} in Figure 4.

\textbf{Figure 5 is inserted here.}

We now turn our attention to the HR sub-model and the core of this, presented in Figure 6, is actually a customisation of the generic expectancy theory model used to introduce SD concepts in the previous section (as should be evident from the \textit{Staff Effort} \rightarrow \textit{Staff Productivity} \rightarrow \textit{Reward to Staff} links). The \textit{Staff Productivity} is one key variable from this sub-model that is fed back into the maintenance model.

\textbf{Figure 6 is inserted here.}

Staff effort is obviously a prime determinant of productivity and has been defined by Abdel-Hamid and Madnick (1991) as the ‘actual fraction of a man-day on a project’. To model this, a bi-flow that specifies effort variation over time and a stock that represents cumulative effort was implemented as in (McGrath & More 1998). The first is represented by \textit{staff effort varn}, while the second is modelled by \textit{Staff Effort}. The \textit{staff effort varn} is the variation of working hours solely dedicated to maintenance
activities by staff in a single working day. An increase or decrease in the *staff effort varn* will result in variation to the *Staff Effort* and this, in turn, will impact on productivity (assuming that other influencing factors are constant).

The staff effort is firstly determined by nominal effort, modelled as *staff base effort* and this is the actual normal fraction of working hours in one working day spent by staff on an assigned maintenance task. This is to accommodate the fact that, normally, staff also spend their working hours undertaking administrative and personal activities (such as emailing, preparing coffee, etc.). Following Hamid and Madnick (1991), the value of the *staff base effort* is set to 0.6. This value means that if in a working day there are 8 working hours then staff dedicate \((0.6 \times 8)\) working hours on maintenance activities in a day. This value was also employed to initiate the level of the *Staff Effort*.

The staff effort is also influenced by their judgement on the comparison between expended effort and resultant performance. There is a tendency to increase effort to a certain limit if the performance is lower than expected (negative difference) or to slow down (reduce) the effort if the performance is higher than expected (positive difference) (Abdel-Hamid & Madnick 1991 Ch. 7). This concept is modelled by *perf eff difference* and *IofPerf on Effort*. The first variable is used to evaluate the difference between actual performance and effort. The range of the *perf eff difference* value is from -2 to 2. The value will be minus if the performance is less than effort. The dimension of this variable is *task/person-quarter*. The second variable is expressed as a graph. It is a multiplier of the *staff base effort*. The value of the *perf eff difference* is used as input, and the value of the *IofPerf on Effort* is the output and ranges from -1 to 1. It is *dimensionless*. The graph of the *IofPerf on Effort* is presented in Figure 7. Regarding the rewards factor, intuitively, staff will decrease (increase) their effort if the accepted reward is less (more) than they expect considering their performance. This concept is modelled by *rwd perf difference* and *IofRPdiff on Effort*.

Total value of the *IofPerf on Effort* and the *IofRPdiff on Effort* can be negative, positive or zero. Multiplication of this value with the *staff base effort* causes the *Staff Effort* to vary. The value of the
Staff Effort is set to be non-negative; and a value larger than 1.0 reflects staff’s willingness to work overtime.

**Figure 7 is inserted here.**

Having specified the model and implemented it within STELLA/iThink®, users (particularly IS department and project managers) may use it to assist with their planning by posing ‘what if’ style questions. For example, they may wish to determine possible impacts of increasing or decreasing their staff maintenance levels, of altering the corrective maintenance/enhancements staff allocation ratio, of using overtime to attempt to clear backlogs, of long and short-term impacts of additional training, of the effects of an increase in staff turnover etc. A typical simulation output is presented in Figure 8.

This graph represents cumulative values of corrective and enhancing maintenance delivered. Within the mid-period, corrections delivered overtake enhancements delivered. This is because there is a period in which the percentage of correction requests is much larger than enhancement requests. The cumulative pattern is logarithmic (not exponential) because, as one might expect, detected faults reduce over time. On the other hand, users will always find ways in which systems might be improved and, consequently, enhancement requests will never drop off entirely.

**Figure 8 is inserted here.**

**MODEL VALIDATION**

The model will be validated through a combination of desk checking and field tests. The former is being conducted in combination with model development and, to date, results appear to be reasonable: i.e. simulation outputs appear to conform with what the software engineering literature suggests. Field testing will take place in late-2010, where data from actual e-government system will be used to evaluate the validity of the model resulting from desk checking and the accuracy of simulation results.

It should be noted that SD models are notoriously difficult to validate (Richardson & Pugh 1981). As noted by Forrester and Senge (1980), there is no single test which might be employed to validate an SD model but, rather, confidence in the model accumulates gradually as it passes more tests and as new points of correspondence between the model and empirical reality are identified. Maani and Cavana (2007), drawing on the work of Coyle (1983), describe this process as consisting of:
• Verification tests – which focus on the equivalence between the structure and parameters of the real system and the model;
• Validation tests – which are concerned with demonstrating the correspondence between the behaviour of the real system and the model; and
• Legitimation tests – which determine whether the model is in accord with any generally-accepted system rules.

Essentially, the aim of validation is to ‘show that there is nothing in the model that is not in the real system and nothing significant in the real system that is not in the model’ (Maani & Cavana 2007). An excellent example of how much of this can be accomplished through desk checking has been provided by Georgantzas (2003) where statistical measures, such as coefficient of determination and Theil’s inequality statistics (TIS) (Theil 1966), were employed to compare the predictive results of an SD model focused on various key measures of the performance of Cyprus hotels against actual data (over a 40 year period). Similarly, we could subject the model developed in this paper to similar tests, concentrating on measures for which data is readily available (such as MRs and maintenance effort). An example of the type of output that results from this type of analysis is presented in Figure 9.

Figure 9 is inserted here.

The basis of Theil’s approach is that the mean square error (MSE) is divided into three components: i) bias ($U_m$); ii) unequal variation ($U_s$); and iii) unequal co-variation ($U_c$). The sum of all three components equals one and, briefly, a large $U_m$ indicates a potentially serious systemic error and, to a somewhat lesser extent, this applies to $U_s$ as well. If $U_c$ is large though, most of the error is unsystematic and, as noted by Sterman (2000): ‘a model should not be faulted for failing to match the random component of the data’. The sample TIS results presented in Figure 9 indicate that, in this case, model behaviour provides a reasonable approximation to reality. Nevertheless, there is significant room for improvement: specifically, the variance in the proposed model is considerably greater than that of the actual data. The TIS results, however, are also useful in that they quantify the extent of the various error types.
DISCUSSION AND CONCLUSION

This paper has demonstrated the implementation of the systems dynamics method in modelling e-government success factors and their relationships. The demonstration chooses two inter-related sub-domains concerning systems maintenance and HRs. These are two of the more important processes associated with effective and efficient electronic and mobile government service delivery. Within and between these two sub-domains, the modelling method has revealed complex and dynamic relationships among the success factors. Furthermore, the method has explicated feedback relationships of staff effort, productivity, e-government system maintenance performance, and reward.

The next stage in this research will be to further validate the model through a combination of various desk checking and field tests. One of the available validation methods for the systems dynamics model has been indicated by this paper. It is planned that the model will be field tested within the context of a developing country. Within this context, e-government system sustainability, which in many cases depends on information system maintenance, is an important problem. This is based on the fact that there is a high percentage of ‘sustainability failure’ in the developing countries (Heeks 2008b). In addition, most of the developing countries e-government systems are still at the emerging or enhanced level (United Nations 2008), which means system improvement through maintenance is necessary.

Data collected from Indonesian case study will be used to evaluate, and confirm or otherwise, the model and the accuracy of the simulation results. The case study is selected to represent developing countries for two reasons. Firstly, according to the United Nations (2008) the Indonesian e-government system level is within the same category as many other developing countries. Secondly, based on the preliminary observations through Indonesian government websites, there have been various government departments and levels which have developed and implemented e-government systems with disparate levels of system sophistication. By referring to the published results of a yearly program organised by a non-government organisation that provides Indonesian e-Government awards (Majalah Warta Ekonomi 2008), it is indicated that the service level of some of the current e-government implementations can be improve upon. Accordingly, the generalisability of the resulting models is placed in the wider context of developing countries.
In conclusion, it is possible and desirable that e-government success factors and their relationships be formally modelled and validated. Such research is valuable in ensuring that those decision-makers responsible for the design, development and maintenance of e-government service delivery do indeed make the “right” decisions.
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Figure 1: E-Government Success Factors – Functional Decomposition
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Figure 2: The E-Government Success Factor Subsystems and Their Relationships

E-Government Success

E-Government Success Factors Systems

- Driving and Governing Factors
- Information Systems Management
- Service Delivery Management
- External Environment
Figure 3: A System Dynamics Model of Expectancy Theory
Figure 4: Detailed Model – System Maintenance
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Figure 5: Relationship between System Size (SLOC) and MRs

Figure 6: Core of the Human Resource Sub-model
Figure 7: Performance-Effort Relationship – Used to Instantiate the Converter, \textit{IofPerf on Effort}
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Figure 8: Maintenance Requests Delivered
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Figure 9: Model Validation – Actual Versus Simulation Results for Maintenance Requests